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Abstract 
Two modeling techniques namely (i) Random forest (RF) and (ii) M5P model tree 
are used to model, soaked California bearing ratio (CBR) value of thermal power 
plant generated stabilized pond ash. Pond ash was stabilized with the help of 
commercially available lime and industrial waste lime sludge. CBR data generated 
from exhaustive experimental programme was used in the study.  Variations in 
doses of stabilizer i.e. lime (L) and lime sludge (LS), curing duration (CP) and 
proctor test results density (MDD) & moisture (OMC) are considered as input 
variables. Experimentally observed CBR value was used as output variable. 
Performance of models was measured using standard statistical parameters. 
Although, both the model’s performance in predicting CBR value is satisfactory 
however from the statistical parameters it is evident that RF method perform 
better in comparison to M5P model. Sensitivity analyses identify CP as the most 
influencing factor that affects CBR value of the stabilized pond ash. 
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1   Introduction 

Coal ash is an industrial by-product produced during burning of coal in thermal power plants; its disposal 
requires huge area. Coal ash produced from thermal power plants are of three types i.e. bottom ash, fly ash 
and pond ash [1]. Bottom ash is generated in boiler and fly ash in electrostatic precipitators. Pond ash is a 
mixture of fly ash and bottom ash, pumped into ash ponds in slurry form [2].  

As per ASTM C618-08a) [3], two types of ashes are generated upon burning of coal, namely Class C and 
Class F ash. Calcium content is high in Class C ashes as compared to Class F ashes; as a result, they react 
with water even without additional binder [4]. It is also observed that ash produced from thermal power plants 
worldwide is primarily of Class F category [5]. Because of low calcium content, in natural form, Class F ash 
has poor strength characteristics as a civil engineering construction material. Being available in abundance, 
many studies have been reported by various researchers to improve its engineering properties through additives 
like cement, gypsum and lime [6-9].  

Industrial waste lime sludge (LS) is generated primarily from sugar mills, paper and fertilizer industry.  
Annual production of LS in India alone is more than 4.0 million tons [10]. Presently it is dumped in low laying 
area and its proper disposal is an environmental concern [11-13].  

In pavement engineering, California bearing ratio (CBR) value of subgrade is a key parameter that decides 
the thickness of various pavement layers. Although CBR test can be performed in laboratory as well as in field, 
however laboratory CBR tests are preferred over field because of better quality control [14]. Performing CBR 
test is a labour intensive and time-consuming exercise. Also, poor quality control affects the test results badly 
[15]. Therefore, predictive models can be a valuable alternative tool for quantifying the CBR values of stabilized 
pond ash.  

Modeling techniques, such as artificial neural networks (ANN), are used in predicting the CBR value [16-
18]. In spite of an encouraging performance by the neural network approach in predicting CBR, it is noticed 
that number of inputs are required (such as number of hidden layers and nodes in each hidden layer) and 
prediction performance is affected by these inputs. It is also observed that over training affects the predictions. 
In back propagation technique of neural network, local minima also gives misleading results [19].  

Considering the application of tree-based regression in many civil engineering application [19], in the present 
study two such techniques (i) Random forest regression and (ii) M5 model tree-based modeling approaches are 
used in forecasting the California bearing ratio value of ash. Pond ash used in the present study was obtained 
from ash pond of a thermal power plant situated in Haryana, India. The pond ash was stabilized with lime 
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along with lime sludge and cured for different duration. Data set obtained through laboratory investigation 
was used for modelling purpose. 

2   Modeling Techniques 

In the present study two machine learning modeling techniques namely (i) Random Forest Regression and (ii) 
M5 Model Tree are used because of minimal input parameters, ease of use and better results.  

2.1   Random Forest Regression 

Random Forests (RF) is effective and easy machine learning algorithms for classification and regression 
analysis. Decision Trees and Decision Tree Learning together comprise a simple and fast way of learning a 
function that maps input data to output data. One of the biggest advantages of using Decision Trees and 
Random Forests is the ease in which we can see what features or variables contribute to the classification or 
regression and their relative importance based on their location depth-wise in the tree. The random forest 
model has excellent capability of treating numerical values in tabular form or data with definite features. 
Random forests are able to develop non-linear relationship between the input and target variables. In the 
regression process, class labels are converted into numerical values [20]. 

In the process of regression analysis, randomly drawn 2/3rd of original dataset was used for training purpose 
and remaining 1/3rd left out data for testing purpose [21]. For induction of tree, one of the pruning method 
has to be selected out of various approaches. Most common approaches include ‘Gini Index’ [23] and 
‘Information Gain Ratio criterion’ [22]. Results of tree based algorithms are affected by selection of pruning 
methods [24]. As per Breiman [20] with the increase in number of trees the generalization error reduces. In RF 
technique over fitting is not a problem [25]. There are only two user defined variables m and k [20]. 

2.2   M5 Model Tree 

M5P is a reconstruction of Quinlan's M5 algorithm, in this technique trees are induced for regression models. 
It’s a combination of conventional decision tree with the option of linear regression functions at the nodes. 
Decision tree is produced using divergence metric called Standard Deviation Reduction (SDR). Using linear 
regression functions tree modal was developed. The process involves pruning, evacuation and substitution of 
trees. Hence a final tree model is developed. 

3   Experimental Investigations 

In the present study, CBR tests under soaked condition were performed on pond ash stabilized with lime in 
varying percentage from 2 to 8% at an increment of 2%. Pond ash was also stabilized using lime plus lime 
sludge (LS), LS being in 5, 10 and 15%. In order to work out maximum dry density (MDD) and optimum 
moisture content (OMC) Proctor tests were performed on 17 mixes, as per Indian standards [26]. To find out 
soaked CBR value, tests were performed on lime and lime stabilized samples, as per IS: 2720 (Part-16)-2002) 
[27]. In order to study the effect of curing, samples were cured for different duration (7, 28 and 45 days) and 
soaked for 96 hours before performing the CBR test. 

3.1   Data Set 

A total of 51, experimentally observed CBR test results, with varying percentage of additives and curing period 
were used as data set for the modeling purpose.  In the present study, random forest regression and M5model 
were used for estimation of CBR value, using WEKA 3.9 software. In both models, randomly selected 2/3rd 
of the data were used for the training, whereas 1/3rd was used for testing the models. Various inputs 
parameters/dependent variables include maximum dry density (MDD), optimum moisture content (OMC), 
quantity of lime (L) & lime sludge (LS) and curing period (CP). However, CBR value in soaked condition of 
stabilized pond ash was considered as output parameter. 

Statistical parameters which include coefficient of correlation (CC), root relative square error (RRSE), mean 
absolute error (MAE), root mean square error (RMSE) and relative absolute error (RAE) were identified to 
compare the results of random forest and M5 model. In both the models, user’s defined parameters affect the 
performance of models. Hence selection of optimal values of these parameters is very important. Statistical 
characteristics of various experimentally observed data are shown in Table 1. The optimal values of required 
user defined parameter in both the modeling approaches are given in Table 2. 
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Table 1: Statistical characteristics of experimentally observed data set used for training and testing purpose 

Parameters 

used 

Dataset – Training  

Minimum Maximum Mean Std. dev. 

Input 

Parameters 

MDD 1.175 1.259 1.234 0.024 

OMC 22.8 26.8 24.028 1.14 

L 0 8 4.556 2.645 

LS 0 15 7.083 5.779 

CP 7 45 26.667 15.763 

Output 

parameter 
CBR 2.2 63.8 35.806 16.384 

 

Parameters 

used 

Dataset - Testing 

Minimum Maximum Mean Std. dev. 

Input 

Parameters 

MDD 1.194 1.253 1.231 0.017 

OMC 23.1 25.3 24.313 0.621 

L 2 8 5.067 2.12 

LS 0 15 7 5.916 

CP  
7 45 26.667 16.088 

Output 

parameter 
CBR 14.6 56.3 35.52 14.038 

 

Table 2: User defined parameters and there optimal values in the models 

Modeling Technique Parameters 

Random forest  K-3, M-1, I-100 

M5P model tree  M-4 

4   Results and Discussions 

Using RF and M5P models, CBR value of pond ash stabilized with two additives i.e. lime and lime sludge are 
predicted and compared with the experimentally obtained results. Fitness level of predicted CBR values was 
obtained through statistical parameters which include CC, RMSE, MAE, RAE and RRSE. Statistical 
parameters of soaked CBR predicted by both modeling technique are shown in Table 3. Figure 1 and 2 present 
the scattered graph between the observed and predicted values of soaked CBR obtained from RF and M5 
model with training and testing dataset respectively. From graphical results, it can be concluded that the 
predicted CBR value by both the models have good agreement with the experimentally observed CBR value, 
but M5P model predict negative CBR values against low experimental CBR values. On the basis of statistical 
parameters (Table 3), random forest model shows slightly better performance because of highest CC and lowest 
errors values (CC- 0.9786, MAE-3.2646, RMSE-3.6635, RAE-28.3133 and RRSE-27.0129) in comparison to M5 
model in predicting the soaked CBR values. Table 4 presents the results of ANOVA Single Factor Test. From 
the results, it is observed that F-critical is 3.082852 and F-value is 0.002307, which is less than F-critical. P-
value (0.997696) is > 0.05, highlighting negligible difference between experimental and predicted values by 
both the models. 
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Table 3: Details of statistical parameters over training and testing data through predictive models 

Modeling  

Technique 

Training data set 

CC MAE RMSE RAE (%) RRSE (%) 

Random Forest 0.9969 1.3389 1.6724 10.0582 10.3524 

M5P model 0.9640 3.3713 4.2972 25.3273 26.5996 

 

Modeling  

Technique 

Testing data set 

CC MAE RMSE RAE (%) RRSE (%) 

Random Forest 0.9701 3.2605 4.0796 28.1374 30.0742 

M5P model 0.9201 4.3625 5.3639 37.6472 39.5421 

 

Table 4: ANOVA Test Results   

Selected  

Model 
P-value F F critical 

Variation in observed and 

predicted values 

Both models 0.997696 0.002307 3.082852 
Negligible 

(P-value>0.05, F<F-critical,) 

4.1   Sensitivity Analysis 

Sensitivity analysis is a useful tool to identify significant factors affecting the output. In the present study, 
different set of training data was created. In each set, at a time, one of the input parameter was eliminated 
and its influence was determined in terms of statistical parameters with experimental data. Table 5 present 
the summary of sensitivity analysis. Results from Table 5 suggests curing duration as the most important input 
variable in predicting the soaked CBR value of stabilized pond ash with used additives, using random forest 
regression models. 

Table 5: Results from sensitivity analysis 

Input parameters 

(Considered) 

Input parameter 

(Eliminated) 

RF 

CC RMSE 

MDD, OMC, L, LS, CP  0.9969 1.6724 

MDD, OMC,L, LS CP 0.8566 8.3551 

MDD, OMC,L, CP LS 0.9942 1.9589 

MDD, OMC, LS, CP L 0.9924 1.9589 

MDD, L, LS, CP OMC 0.9952 1.8160 

OMC, L, LS, CP MDD 0.9969 1.6724 

5   Conclusions 

In the present study experimentally observed soaked CBR value of stabilized pond ash is modeled using two 
modeling approaches (i) Random Forest (ii) M5P. Stabilization was carried out using lime and lime sludge. 
Fitness of models is evaluated through statistical parameters. Random Forest works better as compared to 
M5P because of higher CC and lower errors. ANOVA single factor results dictate insignificant difference in 
predicted and experimental observed value using both the modeling approaches. Sensitivity analysis considers 
curing duration as the most important input variable that affects the soaked CBR value of lime/lime sludge 
stabilized, thermal power plant generated pond ash used in the study. 
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Figure 1: Observed vs modeled CBR value using RF and M5P model with training data set 

 

Figure 2: Observed vs modeled CBR value using RF and M5P model with testing data set 
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